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ABSTRACT

This paper considers the questions of how spare nodes should
be allocated, how to substitute them for faulty nodes, and
how much the communication performance is affected by
such a substitution. The third question stems from the mod-
ification of the rank mapping by node substitutions, which
can incur additional message collisions. In a stencil compu-
tation, rank mapping is done in a straightforward way on
a Cartesian network without incurring any message colli-
sions. However, once a substitution has occurred, the node-
rank mapping may be destroyed. Therefore, these questions
must be answered in a way that minimizes the degradation
of communication performance.

In this paper, several spare-node allocation and node-
substitution methods will be proposed, analyzed, and com-
pared in terms of communication performance following the
substitution. It will be shown that when a failure occurs,
the peer-to-peer (P2P) communication performance on the
K computer can be slowed by a factor of three and collec-
tive performance can be cut in half. On BG/Q, P2P per-
formance can be slowed by a factor of five and collective
performance can be slowed by a factor of ten. However,
those numbers can be reduced by using an appropriate sub-
stitution method.

CCS Concepts

eNetworks — Network experimentation; eComputer
systems organization — Redundancy;
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1. INTRODUCTION

With the fault rate increasing on high-end supercomput-
ers, the topic of fault tolerance has been gathering atten-
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tion[3], and jobs are being aborted due to system errors[7].
To cope with this situation, various fault tolerance tech-
niques have been investigated. Checkpoint and restart is
a well-known technique for parallel jobs, and enabling jobs
to continue execution from a previously defined checkpoint
(there are many studies of checkpoint and restart, but the
most notable one is [4]).

With the increase in size of parallel applications, the amount
of I/O needed for checkpoint/restart begun to be problem-
atic. A lot of research is currently going on on techniques
to reduce the checkpoint amount in order to alleviate the
I/0O issue. One of the possible approaches is [14]. On the
other hand, user-level checkpoints, where each program im-
plements its own checkpoint/restart strategy, have been at-
tracting attention as a possible alternative. Since the user
knows which data should be saved and which data can be
lost, the amount of checkpoint data can be drastically re-
duced, and thus the I/O time can also be greatly reduced,
at the cost of only some additional programing by the user.

Davies et al. presented a method that allows a user pro-
gram to be fault-tolerant without using checkpointing[5].
In this technique, the parity to recover the lost data can
be embedded into an LU decomposition algorithm, and the
user program can recover from failure without checkpoint-
ing. Having the opportunity to address the failure at the
algorithm level opens interesting perspective and new re-
search topics. With support from the programing paradigm
and the execution environment, users could write applica-
tion handling faults in the most optimal way. The Message
Passing Interface (MPI) is the most widely used commu-
nication library, and its specifications are well defined[12].
Unfortunately, in the current MPI standard, a fatal error
handler is raised upon process failure, preventing any user-
level fault handling to be implemented at this time.

To define the behavior of MPI when a fault occurs, User-
level Failure Mitigation (ULFM) has been proposed and a
prototype is being developed, capable of handling both pro-
cess and node failures[2]. ULFM provides the application
program interface (API) so that the modifications to the ex-
isting MPI specifications are minimized. Even with ULFM,
user-level fault handling is not straightforward, and vari-
ous frameworks have been proposed to simplify it. Falanx
is a fault-tolerant framework for master-worker program-
ing[19]. Local Failure Local Recovery (LFLR) is another
fault-tolerant framework[20], and it covers a wider range of
programing models than are supported by Falanx. Both



Falanx and LFLR are implemented by using ULFM. Global
View Resilience (GVR) is another user-level fault mitiga-
tion system; it is based on partitioned global address space
(PGAS) programing]9, 22].

We believe that the user-level fault-handling code must be
as simple as possible. It is important to avoid situations in
which the code for handling the first node failure is different
from the code for handling subsequent failures, because it
is very hard to produce this type of situation when testing
a program. This type of complexity must be hidden within
the system software.
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Figure 1: Example of node failure and recovery

Figure 1 shows an example of a node failure in a 2D net-
work consisting of 36 nodes. Here, it is assumed that a job
is running on this machine, and the job is written with a
fail-stop-free runtime system, such as ULFM. When node
21 goes down (left panel in Figure 1), the job running on
those 36 nodes can take one of the following actions:

e Abort the job and resubmit it (from a previous check-
point, if possible), or

e Allow the remaining 35 nodes to continue to execute
the job.

In the first strategy, user-level fault handling is not re-
quired. In the second strategy, the task allocated to the
failed node must be equally shared by the remaining 35
nodes, otherwise, a load imbalance occurs. If the job can bal-
ance a dynamic load, which is a capability of master-worker
models and particle-in-cell simulations, then the load can
be rebalanced by the application itself, without the need to
extensively modify the code. However, if the job is a stencil
application, which, in most cases, does not have dynamic
load balancing capability, then fault handling is more diffi-
cult. In most stencil applications, both the communication
pattern and the load balancing are static. To preserve the
communication pattern, one possibility for handling a node
failure is to exclude the row and column that include the
failed node (middle panel in Figure 1); this preserves the
stencil communication pattern. However, the task allocated
to the failed node must be shared equally by the remain-
ing nodes (right panel in Figure 1). This load-leveling re-
quires additional code for handling the fault, and this must
be avoided if possible.

If a system software reserves a set of spare nodes in ad-
vance, and the failed node is replaced by a spare node, then
the user-level handling of node failure is simplified, because
the number of nodes involved in the computation remain the
same. LFLR assumes the use of spare nodes, and although
the detailed recovery process is hidden from users, GVR may
utilize spare nodes. However, to the best of our knowledge,

there has been no discussion of the best way to reserve spare
nodes or of how to use them to replace failed nodes. As an
evaluation index, we chose communication performance, be-
cause the use of spare nodes may introduce extra message
collisions.

This paper presents the results of our investigations into
these issues. We propose several methods for using spare
nodes to replace faulty ones. The proposed methods are dis-
cussed and compared from the viewpoint of communication
performance degradation. The primary contribution of this
paper is a comparison of methods for allocating spare nodes
and for substituting them for faulty nodes, while focusing
on the degradation of communication performance.

2. USING SPARE NODES

For the remainder of this paper, we will assume that the
networks being considered have a multidimensional Carte-
sian (mesh and/or torus) topology. We make this assump-
tion because four of the top five machines have networks
with this topology (as listed on the TOP500 Super Com-
puter Site[17], November 2014); see Table 1.

Table 1: Network topologies in the Top500 list[17]

Top500

rank Name # Cores | Topology
1 Tianhe-2 3,120K | FatTree
2 Titan (Cray XKT7) 561K | 3D Torus
3 Sequoia (BG/Q) 1,571K | 5D Torus/Mesh
4 The K computer 705K | 6D Torus/Mesh
5 Mira (BG/Q) 786K | 5D Torus/Mesh
8 JUQUEEN (BG/Q) 459K | 5D Torus/Mesh

From the programmers point of view, it is not complicated
to have spare nodes held ready, or to have them substituted
in for faulty nodes. With MPI, the modification is as follows:
1) a new MPI communicator is created at the location from
which the faulty node is extracted (in ULFM, the command
MPI_Comm_shrink will do this), and a selected spare node
replaces the faulty node; 2) the spare node is set up to take
over the functions of the failed node. The remaining parts of
the program can remain as they were. This means that the
logical topology provided by the new MPI communicator can
remain the same as it was before the failure; however, the
actual physical topology is altered. New message collisions
that would not have happened under the failure free physical
topology will happen under the recovered topology (Figure
4).

Therefore, replacing faulty nodes with spare nodes must
be done carefully in order to minimize the communication
performance degradation. There are many other aspects
that should be considered, such as system utilization, job
turn-around time, ease of user programing, and the frame-
work that needs to be developed. Unfortunately, almost no
research has been done on this topic, so in this paper, we
will focus primarily on the communication performance.

Throughout this paper, we will be concerned only with the
node failure. Network failures can also occur, but we will
assume that this recovery is the responsibility of the network
itself[8] (see also Section 4). The Tofu network, which is used
by the K computer, uses redundant links to detour around
failed nodes[18]. We will assume that a job can survive even
with the failure of one or more nodes when it is operating



in a parallel computing environment that provides a user-
level fault mitigation mechanism, such as ULFM, and any
processes running on the failed node can be recovered from a
checkpoint or by using parity with viable processes. Finally,
we will assume that the processes running on a node can be
migrated to any other node.

In the next subsection, we will discuss the allocation of
spare nodes, and the possibility of this degrading the com-
munication performance will be shown. Then, three meth-
ods for substituting a spare node for a faulty node will be
proposed and compared.

2.1 Spare Node Allocation

For simplicity, we will consider only 2D networks. In
higher-dimensional networks, that is, with a higher order
of XY routing[21], if messages are routed in the dimension
order, then they are eventually routed to a plane consist-
ing of the last two dimensions. Thus, a discussion of a 2D
network is meaningful.

Figure 2 shows three different ways of allocating spare
nodes. Each small square represents a node. In the left
panel, the right-hand column is reserved for spare nodes;
this pattern is denoted as 2D(1,1). In the middle panel,
two sides (the right-hand column and the bottom row) are
reserved for spare nodes, denoted 2D(2,1). In the right-hand
panel, two two-node thick sides (the two right-hand columns
and two bottom rows) are reserved, denoted 2D(2,2). In this
notation, “2D” means that the allocation applies to the 2D
plane, the first number in the brackets is the number of sides
in which spare nodes are reserved, and the second number is
the thickness, number of columns or rows, of a side of spare
nodes reserved.
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Figure 2: Patterns for allocation of spare nodes

Spare nodes are allocated at the side(s) of a 2D grid, as
shown in Figure 2; thus, a stencil application with non-
periodic boundaries will not have any overhead. This will
not be the case for stencil applications that have periodic
boundaries or for networks that have torus topology. How-
ever, the hop count is only increased by one, so the increase
in run time will be very small (100 ns per hop on the K
computer).

The percentage of the nodes that are reserved as spare
nodes in the 2D(2,2) case is as follows.

Ropay =1— (N2 —2)?/N

Where N is the number nodes. In the more general ¢D(r, s)
case, the percentage of spare nodes can be expressed as fol-
lows.

(Nl/q — )" x (Nl/q)qfr
Rop(rs) =1- N

Here, r < q and s < N%. Note that this expression is not
precise, because the number of nodes is an integer, and the
flooring effect is ignored. However, this information can be
useful for determining how the spare node percentage relates
to the total number of nodes used for a job.

Figure 3 shows the percentages of spare nodes for various
numbers of nodes and patterns of allocation. As shown in
this figure, the more dimensions the network has, the higher
the percentage of spare nodes. The percentage is almost
proportional to the number of sides allocated to the spare
nodes. Most notably, the larger the job size, the lower the
percentage. We will discuss this point in Section 5.1.
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Figure 3: Percentage of spare nodes

It is possible to allocate spare nodes on four sides of a
2D grid, but on a torus network, this is almost equal to the
2D(2,2) case. In our investigation, we could not find any
significant difference between 2D(4,1) and 2D(2,2), and so
in this discussion, we will not further consider cases in which
r > q. The thickness, s, does not affect the nature of the
spare node substitution method described in Section 2.2, so
we will investigate only cases of single-node thickness.

Having spare nodes can decrease the system utilization
ratio. However, this does not always happen. On the K
computer, the size of each dimension of a job must be in a
Tofu unit, which has twelve nodes. When a user submits an
11x11x11 3D job, for example, it may be scheduled to have
12x12x12 nodes. This results in 3D(3,1) spare nodes. The
same situation can be seen with the other machines that
have a Cartesian topology network and are listed in Table
1. On Blue Gene/Q (BG/Q) machines, the number of nodes
for a job must be a power of 2[11]. On a Cray XK/7, jobs
are allocated to 4 blocks[13]. Thus, the gap between the
number of nodes required by a job and the number of nodes
actually allocated can be allocated as spare nodes, without
requiring additional nodes.

2.2 Substitution of a Spare Node for a Faulty
Node

Communication performance degradation can be observed
because when a spare node that replaces a faulty node can
be located far from the original node. Figure 4 shows the
5P-stencil communication pattern (left). In 5P-stencil com-
munication on a Cartesian topology, no messages collide, be-
cause nodes communicate only with their neighbors. Here,
XY routing is assumed. In the right-hand panel of Figure 4,
when a faulty node (denoted as “F”) is replaced by a spare
node (denoted as “S”), the regularity of the stencil commu-
nication pattern is lost. As shown in this figure, there are



five message routes crossing through the circled link, this
means that up to five messages can collide.
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Figure 4: Message collisions

We propose three methods for substituting nodes, and
these are shown in Figure 5. We call these methods the
0D, 1D, and 2D sliding methods. With higher-dimension
networks, those proposed methods can be augmented in a
natural way, but for simplicity, we will explain them on a
2D network. We will use a 5P-stencil communication pat-
tern, in which messages from each node are sent up, down,
left, and right. In the 9P-stencil communication pattern,
there are an extra four directions, since messages can be
sent along the diagonals. However, in most cases, the length
of those diagonal messages is much shorter than those in a
5P-stencil pattern, and so the effect on the communication
performance is expected to be small.

2.2.1 0D sliding

The 0D sliding method is the simplest. The faulty node
is simply replaced by a spare node (as was shown in Fig-
ure 5). There is a big drawback to this method, however,
when a node failure happens far from a spare node: the hop
distance from the failed node to the spare node can be very
large. This increases the possibility of message collisions and
results in a higher communication latency due to the large
number of hops. To minimize this, the failed node should
be replaced with the spare node to which the Manhattan

distance is the shortest.
Figure 6 shows examples of the results of replacing multi-

ple faulty nodes when using the 0D sliding method with
the 2D(1,1) allocation. On the left-hand panel, nodes 1
through 5 have failed and have been replaced by spare nodes
1’ through 5’, respectively. The spare nodes were chosen so
as to minimize the number of hop counts between each faulty
node and its corresponding spare node. With non-periodic
5P-stencil communication in the XY routing algorithm, the
messages from all of the spare nodes to the nodes (A through
F) adjacent to the failed nodes are routed through node 1’
(because of the X direction routing of the XY routing algo-
rithm). Thus, there are eleven messages in the network links
between 1’ and A (these are shown in the white boxes): these
ten plus the normal stencil communication message between
the nodes. This is the worst-case scenario for the 0D sliding
method, and the number of faulty nodes is less than or equal

to six.
The right-hand panel of Figure 6 shows a case for which

the network topology is a 2D mesh, spare nodes are reserved
in the 2D(1,1) pattern, and the faults happen within a row
or column that is close to the side of the network. Failed
node 1 is replaced by spare node 1°, and so on. In this case,
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Figure 5: Substitution methods for faulty nodes

the failures happen close to the side of the network, and it
is not possible to replace the spare nodes as in the left-hand
panel of Figure 6. In non-periodic 5P-stencil communica-
tion, all messages from spare nodes 4’, 5°, 6’, and 7’ to the
neighbor nodes A to V go through the link between 3’ and
4’. There are sixteen messages, since each node sends four
messages, one to each of its neighbor nodes. This situa-
tion can happen when the number of faults is greater than
or equal to seven. Below, we state the relation between the
maximum number of possible message collisions (Chnaz) and
the number of node failures (F,). Note that when Craz is
equal to one, then there is only one message on each network
link, and there are no collisions.

c _J 2xF,+1 F,, <6 or torus topology
e 4 x (Fy —3) F, > 7 and mesh topology

This worst-case scenario can be relaxed by having spare
nodes allocated in the 2D(2,1) pattern. If the failures hap-
pen in the same row or column, then the spare nodes must
be chosen from alternating sides. See Section 2.3.

2.2.2 1D sliding

As described in the previous subsection, in the 0D sliding
method, even if the closest spare node is chosen, the distance
from the failed node is unlikely to be small. The 1D sliding
method can avoid this situation, and it is shown in Figure
7. When node 21 fails, instead of replacing it with a spare
node, the nodes of the column (or row) that include the
failed node shift toward a spare node, as shown in the upper
left-hand panel of the figure. In this way, the hop count in
the 5D-stencil communication pattern is increased by only
one. This is much smaller than occurs with the 0D sliding
method.
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Figure 6: Worst-case scenarios for 0D sliding

In terms of hop counts, the 1D sliding method is superior
to the 0D sliding method; however, the recoverable number
of faulty nodes is limited in some cases. Let us consider
a case in which a second node (16) fails (again using the
2D(2,1) pattern); this is shown in Figure 7. This time, and
the sliding direction is along the column. If a third node
(15) fails, then there is no space left for the 1D sliding (top
row of Figure 7). This situation can be avoided by sliding
along the column direction after the second failure (middle
row of Figure 7).

The number of nodes below which a third failure cannot
be handled by the 1D sliding method is the product of the
number of slidings in each direction. Thus, it is not a good
idea to evenly distribute the sliding directions; instead, they
should be as uneven as possible. Even when this is done,
however, the 1D sliding method may be limited to three
failures (bottom row in Figure 7).

The relation between the maximum number of message
collisions and the number of failed nodes with the 2D(2,1)
spare node allocation pattern can be expressed as shown
below. Note that there may be cases in which this method
cannot handle more than three node failures.

C’maz:2+Fn

2.2.3 1D+ sliding

The 1D sliding method can be modified so that it can
handle four or more failures. The left-hand panel of Figure
8 is the same as the bottom right-hand panel of Figure 7.
When the fourth node (15) fails, nodes 9, 10, and 11 are
slid to the right to make room above node 15, and node 15
is moved one space upward (right-hand panel of Figure 8).
This method is called the 1D+ sliding method.

2.2.4 2D sliding, 3D sliding, ..., ¢D sliding

In the 2D sliding method, the rows and columns of the
node space are shifted by one unit to empty the row or
column of the failed node (bottom panel of Figure 5). This
2D sliding method can handle only one node failure with
the 2D(1,1) pattern or two node failures with the 2D(2,1)
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Figure 8: 1D+ sliding

pattern. If the network has a higher-dimensional Cartesian
topology, then the 3D or higher-order sliding can take place
in the same way.

With XY routing, the messages pass orthogonally through
the vacant rows or columns. All message routes are the same
as they were before the failure. Thus, unlike the 0D and
1D sliding methods, although the hop counts are increased
by one, message congestion can be avoided. Further, this
behavior is independent of the communication pattern of
the application.

2.3 Comparison of Proposed Methods

Figure 9 shows histograms of the cases having the largest
message collisions in any possible combinations of a failed
node and a spare node. The 5P-stencil communication pat-
tern, no periodic boundaries, was simulated. The 0D (left
graph) and 1D sliding (right graph) methods are compared
with the following node allocation patterns: 10x10, 20x20,
40x40, 80x80, and 160x160 (mesh topology). The Y axes
shows the normalized frequency of the combinations of failed

node and spare node.
As can easily be seen, the larger the number of nodes,

the higher the frequency of high message collisions. This is
because fewer message collisions happen when a failed node
is 1) close to the spare nodes; 2) on the side of the node
grid; or 3) on the boundary of the 5P-stencil. Thus, when
the network topology is a torus and/or the 5P-stencil com-
putation has periodic boundaries, then the worst case will
occur more frequently. When the number of nodes is very
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Figure 9: Histogram for number of collisions (5P-
stencil, one node failure, simulated)

large, the worst-case scenario for message collisions happens
in most cases.

Figure 10 shows the number of possible message collisions
versus the number of failed nodes for the 0D sliding method
with the 2D(1,1) and 2D(2,1) spare node allocation patterns,
1D sliding with the 2D(2,1) pattern, and 2D sliding with the
2d(2,1) pattern.
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Figure 10: Comparison of 0D, 1D, and 2D sliding
(5P-stencil, worst cases)

As already described in Section 2.2.1, the number of pos-
sible message collisions with 0D sliding with the 2D(1,1) al-
location pattern for a given number of failed nodes depends
on the network topology (mesh or torus) when the number
of faults is greater than six (upper left-hand panel in the
figure). With 2D(2,1) case, up to 5 failures are simulated.
It is possible to handle more number of failures with the 0D
sliding method, however, the exponential growth of failure
combinations was the obstacle for us to simulate more.

The 1D sliding method with the 2D(2,1) spare node al-
location pattern can handle up to three failures perfectly.
More number of failures can be handled when the failures
happen at some specific locations. This is shown as a dashed
line in Figure 10.

The 1D sliding method can handle no more than the num-
ber of spare nodes minus one, since the spare node at the

corner of the 2D(2,1) allocation cannot be used. The 2D
sliding with 2D(2,1) can handle only two failures.

Hybrid method

The substitution methods described so far are independent
and can be applied simultaneously. Figure 11 shows an ex-
ample of a hybrid method. The first and second failures
are handled by using the 2D sliding method (left-hand and
middle panels), and the third failure is handled by using the
1D sliding method (right-hand panel). In this way, message
collisions can be avoided even with two failures, and the job
can survive even with a greater number of failures.
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Figure 11: Example of hybrid sliding

If stencil program users are willing to have the load redis-
tribution shown in Figure 1, then the nodes left vacant by
the handling of the first node failure can be used as spare
nodes, and the 0D, 1D, 1D+, and 2D sliding methods can
be applied to subsequent failures. With cost to the user
for extra programing effort to adjust the load distribution,
the node utilization problem described in Section 2.1 can be
avoided.

As shown in Figure 11, the node-rank mapping will be lost
as the number of failed nodes increases. Thus far, we have
considered the number of possible message collisions for each
method separately, but we have not considered the number
of collisions when they are mixed; thus, we should consider
the possibility of one or more hot spots for collisions in the
network. To avoid this situation, when the disorder reaches
a given level, the nodes should be reordered so that any hot
spots will be removed. Unfortunately, we have not yet been
successful in developing such an algorithm.

3. EVALUATION

The proposed sliding methods have been explained and
discussed by using a 2D Cartesian network, however, the
actual physical network can be more complex, having 5 or
more number of dimensions, as shown in Table 1. Even if
users require their jobs to run in 2D node spaces, those 2D
node spaces are folded to fit in the actual network topolo-
gies. On the K computer, any 2D Cartesian node planes
are mapped to the 6D Tofu network so that the neighbor
relationship of the 2D or 3D Cartesian topology can be pre-
served. On the BG/Q system, the node-rank mapping is the
user’s responsibility. To preserve the neighbor relationship
of the 2D or 3D Cartesian topology, “snake-like pattern” is
recommended[10]. Anyhow, the mapping or folding of users’
topologies to fit into a physical network topologies may affect
the communication performance in different ways discussed
so far.

Also in this paper, we have focused our analytical effort on
the maximum number of message collisions, which has the
implicit assumption that all messages are sent from nodes



simultaneously, thereby always resulting in collisions if their
path follows the same link. However, the number of message
that can be sent simultaneously is dependent on network
hardware features (like the number of DMAs). When the
maximum number of simultaneous sends is one, for example,
the number of collisions is reduced.

In this section, the sliding methods described so far are
evaluated by using the actual supercomputers: the K com-
puter and JUQUEEN][16], a BG/Q machine listed in Table
1. The snake-like pattern appropriate for BG/Q computers
is employed on JUQUEEN. This experimental campaign will
characterize the difference between the theoretical analysis
and observed practical consequences.

3.1 5P-Stencil Communication

In the 2 failure cases in this subsection, all possible com-
binations of 2 node failures are simulated. Communication
performance degradation is measured with an in-house 5P
stencil communication benchmark.

In most figures in this section, the worst times are shown
by the upper horizontal bars, the best times are at shown
by the lower horizontal bars, and the average values are
shown by the middle horizontal bars. The Y-axes are the
relative times, compared to the cases without having any
failed nodes (thus, bigger is worse).

Figure 12 shows the relative communication performance
of 5P-stencil communication on the K computer. The num-
ber of nodes allocated for the job is 24 x 24 (576) and spare
nodes are allocated in the 2D(2,1) way. In the 1D+ sliding
method, only the 2 failure cases are shown because its sub-
stitution is the same as the one of the 1D sliding method
with having only one failure. The substitutions of 2 failed
nodes in the 1D+ sliding method are also the same with the
1D sliding method when the spare nodes are allocated in
the 2D(2,1). So the 1D+ sliding method was evaluated as if
it is allocated 24 x 23 nodes withe the 2D(1,1) spare node
allocation. Message size varies between 256KiB to 4Mib.

In the 1D+ sliding method, in most cases the substitution
after 2 faults are similar to the 1D sliding method. We out-
line the difference between the 1D and 1D+ sliding methods
by presenting separately the cases where those methods ac-
tually result in a different rank-node mapping (in the graph
noted 1D+ only).
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Figure 12: 5P Stencil - the K computer

So far, it has been assumed that the message sending in
a stencil communication happens simultaneously. However,
jitter[1] affects this assumption. Assume that two messages,
A and B having the same length, arrive at the same network
link at the same time, and the message A can go through
before the message B. The message B must wait until the

whole message A goes through the link. This results in that
the message B will have twice the latency.

Similarly, when the message B arrives at a link junction in
the middle of the message A going through the link, the la-
tency of the message B is 1.5 times larger compared with the
case without collision. Thus, when jitter is large or message
sizeis small, the actual average latency affected by message
collisions get smaller.

In the 0D sliding cases shown by this graph, the worst
latencies here is almost three times worse than the latency
when there are no faulty nodes. As discussed above, there
are at most five messages colliding. However, the Tofu net-
work of the K computer allows us to send four messages
in different directions at the same time[15], but this takes
from 1.64 (256MiB message) to 1.75 (4MiB message) times
longer than it does to send a single message. Thus, a lag of
5/1.7 = 3 is observed. On BG/Q, contrastingly, the 4-way
simultaneous message sending takes from 1.12 (256KiB mes-
sage) to 1.03 (1MiB and 4MiB message) times larger than
the time for sending only one message.
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Figure 13: 5P Stencil - BG/Q

Figure 13 shows the BG/Q results of the same evaluations
as in the above K computer cases, except that the number
of nodes allocated for the job is 16 x 32 (512) and 15 (16 —1)
spare nodes are used in the 1D+ sliding method cases. In
the one node failure cases, no significant difference can be
seen among the 0D, 1D and 1D+ methods. In the two node
failure cases, the 0D method performs worse than the others.

Comparing the K computer cases and the BG/Q cases,
BG/Q is more sensitive to the message size and less sensi-
tive to the sliding method, than the cases of the K computer.
The communication performance degradations of the K com-
puter look less than those of BG/Q, however, this seems to
come from the performance of simultaneous message send-
ing of the K computer. In the cases with the 0D sliding
method, the latency ratios of the K computer multiplied by
1.6 or 1.7 are close to the values of BG/Q.

Remarkably, the 2D sliding method performs very well on
both the K computer and BG/Q. Comparing the graphs of
1D+ sliding method and the graphs denoted as “1D+ only”
on both the K computer and BG/Q, the differences between
them are small.

Figure 14 shows the observed communication performance
degradation with one node failure while varying the total
number of nodes measured on the K computer. Here, the
message size is set to 4MiB, a 5P-stencil communication
pattern with the 0D sliding method is used. The goal is
to verify that the communication overhead is independent

from the number of nodes.
The collisions resulting from node substitution(s) in the
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Figure 14: Worst-case 5P-stencil communication
time with the 0D sliding method on the K computer

5P-stencil communication pattern are described in Subsec-
tion 2.2. How the message collisions happen with the node
substitution(s) in the 5P-stencil communication is described.
Theoretically, those collision patterns are independent from
the number of nodes (when the number of nodes are large
enough). In a stencil computation, all communications hap-
pen simultaneously. When a message collides with another
message, then the message is stopped due to the collision.
When the collision is over and the stopped message starts
moving again, the other messages which did not collide with
any other messages are already received by the correspond-
ing receiver nodes and thus there is no messages left to col-
lide with in the network. Therefor any message are blocked
by collisions at most once in a stencil communication. This
is the reason why the communication performance degrada-
tion of a stencil communication pattern is independent from
the number of nodes.

3.2 Collective Communication

Up to now, the peer-to-peer (P2P) communication per-
formance in 5P-stencil communication pattern has been the
primary focus. In this subsection, we will extend to the case
of collective communication performance. The communica-
tion patterns of collective communications are more varied
that the stencil pattern, thereby providing a wider insight
about less regular P2P communication patterns as well.

On the K computer, the Tofu network supports hardware
barrier. The other various collective communications are
tuned so that the best performance can be obtained based
on the Tofu network characteristics[18]. The tuning of col-
lective protocols is also very important for the Cray’s Gem-
ini network[13]. However, it is very difficult to predetermine
optimized collective protocols for any possible set of node
failures.

In order to tune collective protocol for the Tofu netwotk,
each MPI collective communication has some conditions for
the physical shape of the communicator. Some of the con-
ditions come from the special protocol tuned for the Tofu
network, and the others come from implementation issues.
When a substitution is made for a failed node, one or more
of these conditions cannot be met and generic algorithms
are used. Thus, the performance of the collective commu-
nication can degrade much more than that of the stencil
communication, because the special tuned protocols cannot
be applied in addition to the collision issue.

Figure 15 shows the barrier and allreduce performances
(message size was 64KiB) on the K computer, with one and

two failed nodes, replaced using the 0D, 1D, 1D+, and 2D
sliding methods. The number of nodes and the evaluation
condition for the 1D+ sliding are the same as in the previous
subsection of 5P-stencil evaluation.
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Figure 15: Barrier and Allreduce - K (24x24 nodes)

In the worst case of the barrier evaluation graphs in Figure
15, 2.68 times slower than the cases of no failures with the
1D sliding method. The average values (middle bars) are
in the range of 1.26-1.29. One can note that the variance
in the allreduce cases is much smaller than the cases of the
barrier evaluations and the performance degradations of the
2D sliding method are insignificant.
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Figure 16: Barrier and Allreduce - BG/Q (16x32
nodes)

Figure 16 shows the barrier and allreduce performance on
JUQUEEN. We found that the collective performance on
the node set having a spare node set is slower than the cases
without having any spare node. 8.2 times slower with the
barrier operation and 1.8 times slower with the allreduce op-
eration on BG/Q. Such slowdown cannot be seen on the K
computer. There are two sets of graphs, one is based on the
collective performance with the node set excluding the spare
nodes (left graph pairs) and the other is based on the perfor-
mance with the node set having no spare nodes (right graph
pairs) to be fair. To make sure, we evaluated the barrier
performance without the snake-like pattern mapping. When
the spare nodes were allocated on one specific physical di-
mension out of the 5 dimensions of the BG/Q network, such
barrier performance degradation could not be seen. How-
ever, when one node was excluded from MPI_COMM_WORLD,
then the barrier performance was slowed down to one tenth.
Thus, the best way is to allocate spare nodes according to
the network topology and then apply the snake-like pattern
to the node space without spare nodes. However, in this
way, the behavior of the message collisions discussed so far
can be quite different.

Comparing the graphs of the K computer and the graphs
of BG/Q, BG/Q is more sensitive to the number of faults.



Especially, there cannot be seen almost any slowdown in
the allreduce cases with the 2D sliding method on the K
computer, while no significant differences over the various
sliding methods can be seen on BG/Q.

4. RELATED WORK

Ferreira et al. indicated that dual hardware redundancy
while utilizing only 50% of the hardware resource, might be
under some assumptions more efficient than the traditional
checkpoint and restart method in Exascale systems This re-
dundancies can be thought of as spare nodes. The differ-
ence is that the redundant nodes are hotter-standby than
the hot-standby nodes waiting for the intermediate compu-
tational results. The spare nodes can be substituted for the
failed nodes, and they can almost immediately take over the
computations.

Domke et al. showed the difference in communication per-
formance between the presence or absence of network failure
(link or switch) over different network topologies and rout-
ing algorithms[8]. They analyzed the communication per-
formance degradation when network links or switches failed;
this was done by simulation using TSUBAME 2.0. In the K
computer, the Tofu direct network has redundant routes to
bypass failed nodes. However, a job is aborted and resub-
mitted by the operating system if it uses a failed part. In
this work we focus on node failures rather than network fail-
ures. There is a long way to go until we reach the goal where
any kind of failures, node and/or network, can be mitigated.

5. DISCUSSION

5.1 Node Utilization in a Multijob Environ-
ment

Most supercomputers use a batch scheduling system, in
which many jobs run simultaneously. The spare node per-
centages shown in Figure 3 are for individuals jobs, not sys-
tems. If a machine has one million nodes and 100 jobs are
running (for simplicity, assume that these jobs each require
10,000 nodes), then the overhead cost of spare nodes can
exceed 10%.

The possibility that a job has a failed node is proportional
to the number of nodes assigned to the job and execution
time. Thus, the number of spare nodes must also be propor-
tional to the number of nodes assigned and execution time.
Therefore, the number of spare nodes allocated by the pro-
posed method may be excessive when only a small number
of nodes are required by a given job. Ideally, the curves
shown in Figure 3 would be a horizontal line at the height
determined by node failure rate, if the execution times are

the same.
Figure 17 shows a countermeasure for this. Large jobs

should have a higher-order spare node allocation method,
and smaller jobs should have a lower-order method; this will
allow the spare node percentage to approximate a horizontal
line. In the example shown in Figure 17, the spare node
percentage is kept in the range from 2% to 5% by using a
combination of the 3D(3,1), 3D(2,1), and 3D(1,1) methods.

5.2 User-level vs. System-level Substitutions
So far in this paper, we have considered methods in which

the spare nodes are allocated by the job. We would like to

develop a framework that uses something like ULFM and
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Figure 17: Combinations of spare node allocation
methods

that framework replaces faulty nodes with spare nodes, so
that users do not need to be concerned with how failures are
handled. When spare nodes are allocated and substitutions
are determined by user programs, this is called as user-level
substitution; when this is done at a lower system software
level, it is called system-level substitution.

With user-level substitution, the user program is also in-
voked at each spare node, and it waits in hot-standby mode
for the data to migrate from the failed node. This means
that calling MPI_Comm_spawn is not required. On the other
hand, system-level substitution can reduce the percentage
of spare nodes, because spare nodes can be shared by sev-
eral jobs. For example, spare nodes can be allocated at the
boundaries of jobs, and these can be used to replace failed
nodes on both sides of the boundary. However, it is not
possible to have spare nodes on hot standby, as with user-
level substitution. If the spare nodes are not adjacent to
the job in which they are needed, this can result in uncon-
trollable message collisions with other jobs, and unexpected
communication performance degradation.

5.3 Job Resubmission vs. Fault Mitigation

One may argue that a job can be aborted and then resub-
mitted using a checkpoint, instead of mitigating the fault. In
this way, the problem of utilizing spare nodes and the degra-
dation of communication performance, described above, can
be avoided. Job resubmission, however, may incur a long
turnaround time, especially when the system is heavily loaded,
and user-level fault mitigation techniques, such as those de-
scribed in [6], cannot be utilized. When considering which is
better, there are many aspects to be considered. In this pa-
per, we considered only the effect on communication perfor-
mance. It is still an open question if it is better to resubmit
a job or mitigate the fault.

6. SUMMARY AND FUTURE WORK

In this paper, we considered methods for allocating spare
nodes and replacing failed nodes in jobs whose rank-node
mapping is critical to performance. We compared these
methods in terms of communication performance following
substitutions. The substitution methods are 0D, 1D, 1D+,
2D, and higher sliding. In 5P-stencil communication, the
higher the order of the sliding method, the fewer message
collisions but more failure distributions are unrecoverable
for lack of spares. Thus, a combination of these methods
would seem to be the best strategy. We also extended the



evaluation to widely used collective operations.

When replacing a failed node with a spare node, the spare
node must be integrated into the computations. In 1D, 1D+
or 2D sliding, the computations on these nodes are migrated.
We are planning to develop a framework to hide the com-
plexity of allocating and utilizing spare nodes. The technical
issues and actual overhead cost of doing so will be reported
when the development is completed.
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